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Class 17: Lexical Phonology II (more levels)

Overview: Last time we looked at a model where phonological processes are divided into lexical
and postlexical (driven by Observation I: two kinds of rule), and there was cyclicity (Obs. II:
complex words look like the words they come from) within the lexical component. Now we’ll add
one more piece of structure.

e Let’s start with a Know-Want-Learn

1. Observation III: two classes of affix in English (and many other languages)

suffix examples

-al, -ous, -th, -ate, -ity, -ic, -ify, -ion, -ive,
-ize

-ship, -less, -ness, -er, -1y, -ful, -some, -y,
-ish

stress shift?

parent vs. parént-al
spécify vs. specif-ic

parent vs. parent-less
careful vs. careful-ly

trisyllabic shortening?

ev[ou]ke vs. ev[a]c-at-ive
der[az]ve vs. der[1]v-at-ive

s[ou]l vs. s[ow]l-less-ness
grlerx]teful vs. gr[er]teful-ly

velar softening?

opa[k]e vs. opa[s]-ity
cliti[k] vs. cliti[s]-ize

opa[k]e vs. opa[k]ish
cliti[k] vs. cliti[k]-y

prefix examples

in-, con-, en-

un-, non-

can bear main stress?

con-template, in-filtrate

-- (rarely)

obligatory assim. of nasal?

il-legal, com-prehend

un-lawful, non-plus

both

margin vs. margin-al

attach to bound morph.? caust-ic, con-flict ‘ -- (rarely)
ordering act-iv-at-ion-less-ness', non-in-com-prehens-ible?
semantics riot vs. riot-ous riot vs. rioter

fresh vs. fresh-ness

Watch out for prefixes that come in two flavors: re-, de-, sub-, pre-; (also homophones: there are
two totally different —ys) and of course there are exceptions...

2. Solution in Lexical Phonology: lexical component is broken into levels
...each with its own WFRs and phonological rules

e WEFR = word formation rule (i.e., a morphological operation). Could be adding an affix, could
be something else (e.g., sing — sang).

1 <

the correspondingly predicted near-activationlessness of the reaction” (www.pnas.org/cgi/content/full/101/46/16198)

Z“great cast, snappy dialogue, non-boring non-incomprehensible non-insane plotting” (www.thepoorman.net/archives/002732.html)
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English (amalgam of Kiparsky 1982a; Kiparsky 1982b; Mohanan 1986):

Level 1 WEFRs irregular inflection (tooth/teeth)
“primary” derivational affixes (-al, -ous, -ant, in- etc.), including some O affixes

Phon. rules stress (paréntal)
(selected) trisyllabic shortening (opacity)
obligatory nasal assimilation (illegal, immaterial)
syllabification, including rule that C goes in onset if followed by V (cyclic)
velar softening (electricity)

Level 2 WEFRs secondary derivational affixes (-ness, -er, un-, etc.)
compounding (blackbird)

Phon. rules compound stress (blackbird)
n—Q/C_# (damning vs. damnation)
g— @/ [+nas]# (assigning vs. assignation’)

Level 3 WFRs regular inflectional affixes (-s, -ed, -ing)
Phon. rules sonorant resyllabification is only optional 'V (cycling)

Postlexical ~ Phon. rules aspiration, tapping
(no morphology occurs after the lexical component, so no WFRs)

¢ You’ll see many variants on this
o Mohanan proposes 4 lexical levels for English
o Kiparsky 2000, working in OT, proposes 2 lexical levels for all languages

If a word bears n affixes from the same level, it goes through that level’s phonology » times.
The output of each level (or, depending on the author, the output of each cycle) is a lexical
item: pronounceable, made of phonemes. (Everyone clear on the difference between cycle and
level?)

2 How does this explain why Level 2 affixes can’t attach to bound roots?
caust-ic, *caust-ful  re-flect, *un-flect

2 Compare the derivations for damnation [deemn-e1fan] and damning [deem-1n].

3 though also some problematic cases like ?assigner. For a completely different view of all this, see Hay 2003.
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2 How is the following asymmetry in compounds (whose generality is disputed!) explained

in the model?

tooth marks
louse-infested

teeth marks
lice-infested

3. Putting it all together

claw marks
rat-infested

Lexicon

‘ Root

{
‘ Level 1 WER, if any

‘ Apply Level 1 rules

‘ Level 2 WFR, if any

‘ Apply Level 2 rules

|
‘ Level 3 WER, if any

‘ Apply Level 3 rules

*claws marks
*rats-infested

Should the root pass through
the Level 1 rules first thing? Or
should it first undergo a Level

1 WEFR (if there is one), as
illustrated? Not clear
(empirical question).

<

‘ Syntax Y

bracket erasure

Postlexical phonology

v
‘ Apply postlexical rules
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4. Exercise: Conservative European Spanish (based on Harris 1983)

e Palatal and alveolar nasals and laterals contrast:
ka.na ‘grey hair’ po.lo ‘pole’
ka.pa ‘cane’ po.Ao ‘chicken’

e But the contrast is neutralized in some environments

dezdeptar ‘to disdain’ donBeA+a ‘maiden’
dezdeptosto ‘disdainful’ donBeAtat+s  ‘maidens’
dezden ‘disdain (N)’ donBel ‘swain’

2 What about these forms—what can we conclude about levels in Spanish? Try writing a
derivation that orders morphological operations and phonological rules.

dezdentes  ‘disdain (N, plural)’ donBel+es ‘swains’

5. Dissent to Lexical Phonology

Some have argued that affixes don’t fall neatly into 2-3 discrete categories (e.g., Level 1, 2, 3)

= and/or that an affix’s behavior can be predicted from its phonological makeup (e.g., C-
initial vs. V-initial) and its distribution (Plag 1999; Hay & Plag 2004; Raffelsiefen 1999;
Hay 2003).

e Some argue that a word “sees” (in OT, is faithful to) not just its immediate morphological

predecessor, but also other related words (Steriade 1999, Burzio 1998)

One postlexical phonology probably isn’t enough.

= Some have argued that different postlexical rules can be assigned to different-sized
phonological domains such as phonological phrase, intonational phrase, utterance (Selkirk
1978; Selkirk 1980; Nespor & Vogel 1986, Jun 1993)

= Others argue that these phonological domains influence phonological rules quantitatively,
not categorically (Féry 2004), so the postlexical level can’t be neatly divided up.

And how productive are early-level phonological rules anyway?

= See Pierrehumbert 2006 for evidence that English velar softening is pretty productive—
but only for novel words that resemble the existing targets of the rule (syllable count, stress
pattern, quality of last vowel...)
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6. One last bit about the model, if time: Non-derived-environment blocking (NDEB)
e We won’t try to solve this problem, but you should be aware of the phenomenon.

Finnish
e Uralic language from Finland with 5.4 million speakers
e English word that comes from Finnish: sauna

Lodi, winners f Eurovison 2006 ) Alvar Aalto, architect

Data from Kiparsky 1973, pp. 58-60 plus a few dictionary and Verbix examples. Ignore various
other rules: vowel harmony, degemination, a~o...

toX Let him/her X! ‘active instructive infinitive II’  she/he was Xing

halut+a  halut+koon halut+en halus+i ‘want’

noet+a  noettkoon noet+en nokes+i ‘smudge (?)’

piettee  piettkgon piet+en pikes+i ‘pitch’

filmat+a filmat+koon filmat+en filmas+i “film’

oll+a ol+koon oll+en ol+i ‘be’

ajata ajatkoon ajaten ajoti ‘go’

puhuta puhu+koon puhu+en puhu+i ‘speak’
2 The data above suggestt — s/ i. Can we modify the rule for these cases below?

tila ‘room’ lahti ‘Lahti’ cf.

®iti ‘mother’ maeti ‘roe’ paasi ‘boulder’

silti ‘however’ limonaati ‘lemonade’ sinee  ‘you (sg.)’

valtion ‘public’ kuusi ~ ‘six’
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2 Another rule is needed to account for this vowel alternation:

joke+na ‘river’ essive sg. joki ‘river’ nom. sg.
maeke+nae  ‘hilll essive sg. maeki ‘hill” nom. sg.
These suggest the above words end in /e/

®iti+tnae ‘mother’ essive sg.  aeiti ‘mother’ nom. sg.
kahvitna  ‘coffee’ essive sg. kahvi ‘coffee’ nom. sg.

2 How should the two rules be ordered, given these data? (ignore h~k alternation)

vetetne  ‘water’ essive sg. vesi ‘water’ nom. sg.
keetetnze ‘hand’ essive sg. kaesi ‘hand’ nom. sg.
yhtetnae  ‘one’ essive sg. yksi ‘one’ nom. sg.

2 What’s the problem in vesi?

The phenomenon is known as non-derived environment blocking (NDEB).

= See also Kiparsky 1985; Kaisse & Shaw 1985; Booij & Rubach 1987; Hualde 1989; Kean
1974 ...

The proposal in Lexical Phonology: the “Strict Cycle Condition” (Mascar6 1976)

= lexical rules (at least those that change feature values, rather than filling in underspecified
feature values or adding syllable structure) can apply only to environments newly made,
by either a morphological operation or a phonological rule in the same cycle.

In my opinion, this solution was never totally satisfactory, so I don’t want to go through the

details of the proposals.

As Wolf 2008 discusses, there are only about 3 cases in which some derived-environment-only

rule can be fed by either a morphological or a phonological operation, and they can be re-

analyzed (e.g., Hammond 1991 for Finnish).

= So maybe we don’t need a general theory of NDEB, just a theory of morphology-sensitivity
(which we already have) and a theory of “needing to be fed by phonological rule” (which
is harder)

= For some alternative theories, see Wolf 2008, McCarthy 2003, Lubowicz 2002
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We have a variety of exercises we can work on now. Depending on how time is going, we will do
some subset of the exercises below

7. Exercise: Cairene Arabic (from K & K pp. 415-416)
Refers to variety of Arabic spoken in Cairo, also used throughout Egypt, especially in cities

A

Naguib Mahfouz, 1988 Leila Mourad, film and music
Nobel Prize in Literature star

? Determine the order of these two phonological rules, plus the “add object suffix” and “add
subject suffix” word-formation rules:

— 2
preconsonantal shortening: a[_cs(;rllls } a (C)C— [ +syll} 45
(targets /aya/ and /awa/) 1 2 345
R . —cons #
final and prevocalic glide deletion [ } —0/a a (C){ }
—syll A%
/Sayal/ (gets subject suffix —) /Sayal/ (gets subject suff. @ & object suff. —ni)
[$ilti] ‘you carried’ [Saalni] ‘he carried me’

2 What does this tell us about levels in Cairene Arabic?
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8. Exercise: Kiparsky’s OT+levels analysis of Levantine Arabic

e Refers to varieties of Arabic spoken in Syria, Lebanon, Southern Turkey, Jordan,
Palestine, Israel

Myriam Fares
singer, actor

Elias Khoury, novelist and thinker
His writing is unusual in using colloquial
Arabic in narrative, not just dialog

2 Fill in the derivation for ‘he understood’—I already filled in GOODSTRESS

STEM

/fihim/

GOODSTRESS

*COMPLEXONSET

MAX-

MaAx-V

STRESSEDV

No [i]

IDENT(stress)

f ithim

*|

f thim

f ihm

Qo |

thim

WORD

/

/ | GOODSTRESS

*COMPLEXONSET

MaAX-
STRESSEDV

No
[i]

Max-V

e fihim

*|

f fihim

¢ fihm

s thim

IDENT(stress)

2 Fill in the derivation for ‘he understood us’

STEM

/fihim/

GOODSTRESS

*COMPLEXONSET

MaAX-

Max-V

STRESSEDV

No [i]

IDENT(stress)

~.

f ihim

*|

f thim

fihm

~ | |~

fhim

Ling 2004, Phonological Theory I. Fall 2025, Zuraw




2 Dec. 2025

WORD

/

+na/

GOODSTRESS

*COMPLEXONSET

MaXx-
STRESSEDV

No [i]

Max-V

f ihimna

|

f thimna

*

f ihimna

f ihmna

Qi |o|x |3

thimna

2

o

Fill in the derivation for ‘we understood’

STEM

/fihim/

GOODSTRESS

*COMPLEXONSET

MaAX-
STRESSEDV

Max-V

No [i]

ID(stress)

f ithim

*

f thim

f ihm

R | ~[@ | N

thim

STEM

/

+na/

GOODSTRESS

*COMPLEXONSET

MaAXx-
STRESSEDV

MAX-V

No [i]

ID(stress)

f ihimna

*|

f thimna

*|

f ihimna

f ihmna

N xS

thimna

WORD

/

GOODSTRESS

*COMPLEXONSET

MAX-

STRESSEDV

No [1]

MAXx-V

ID(stress)

aa

f thimna

*|

bb

f thimna

*|

cc

f ihimna

dd

f ihmna

ee

thimna
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9. I thought it would be good to see partial boxologies proposed for some more languages
e German, per Wiese 1996 (p. 128, partial):

{18) Lexicon of German

morphology phonclogy
level 1 irregular inflection -

class 1 alfixes Word Stess
level 2 compounding

class 1 atTizes
level 3 regular inflection

=
2 Compound Stress
=

Schwa Epenthesis

e Telugu, per Sailaja 1995 (Dravidian language of India) (p. 108):

3l. Permanent Lexicon

L, Allomorphy-ML
Rules
Derivations, YH, Consona-

L, Compounding. nt deletion,
Gerunds,  Causiti- < m-devoicing,
ves,  Plural CL,

L, Case aflixes. Verb ¢ VH, Vowel
inflections epenthesis,
Posl-Lexical Vowel dcele-
Module &— |lion, obstruent

voicing, ...

e Malayalam, per Mohanan 1986 (Dravidian language of India)

(65) Strata Phonologlcal rules
gtratum 1l: derivations ——% wvowel lengthening
T
(domain: 2,3)
stratum 2: subcompounding | | nasal deletion
4 (domain: 2,3)
1« gemination

stratum 3: cocompounding (domain: 2)

N vowel sandhi

stratum 4: inflections (domain: 1,2,3)

|
|

stress
‘L (domain: 3)

Cone (domain: 3)
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e Sekani, per Hargus 1985 (Na-Dene language of Canada)
= p. 75, verbs:

12} froots/

e

lavel | aspectual suffixes | Nasalization (l-4;
H classifier prefixes | post=lexicall
¢ Diphthengization iL-4}
i I a Raising [1-4}
level 2 verbal prefines §-12 w---3 Yoicing Assimilation
i L ilevels 1-21

e ————— i ]

I Palatalization {(1-2J
level 3 werbal prefizes 7-8 iﬂh--}r O-Effect Aule {(1-21
! L Deletion (level 21
| o ; s-Conjugatien rules (2]
level 4  wverbal prefizes 7-8  <---» n-Conjugation Fronting
(7@, ta's, gha anly} level 2

Frefix Wowel Deletion
level &  werbal prefizes 1-=& === [(1-3}
Conjugation Tone Mapping
! ilevels 2-3]
- —_—————— - w Vocalization (2-3)
Gamma Lowering (2-3)
- —— — Schwa Deletion
post-lexical (syntax): lpost-lexical)
Schwa Raising
sentential morphemes fpost=-lexicall
Glottal Stop Insertion
| inegation, interrogatives, | ===2 {post-lexical)

conplementizerst Devocalization
{post=lesical)

= p. 197, nouns:

stens
ST N L
# level 1 isten formation ; rContinuant Voicing
! ipossESEiOn ! filevel 1)
i iobligue objects | o=} ¥
H iConpounding 1 H iMasalizatian
| i-hu heman plural & [+1-3, post-lexicall

__________________ iSuffix Yowel Oeletion
level % i-za protetypical | filevels 1=-%
\ i-azi. azig?
i i diminuktives
| i=iy, i, pe
\ { nominals
i-ge human plural |

‘Lompoundang £

i ==

Syntax

Next time: Catch up and wrap up
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